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‘1. Answer the foliowing questions ; 1xl’0=10_

(@) Cluster is

(@) Group of similar opjecss that differ
significantly from the other objects.

(ii) Operations on a database to transform or
simplify data in qpge,

to prepare it for
a machine lgaming al

gorithm.
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({if)Symbolic representation of '
. sentation of factg o ;
from which information cap ‘pot:rn:?ael?;

®) Data warchouse arohitecture is based
~ (c) Which of . , |
ining 7 th? following is not belong to data.
() Knowledge extraction
(u) Data transformation
(iii)Data €xploration
(v)Data archaeology
(9 What is the oupy of KDD ?
(l) ey (@) Useful iﬂfélmm;i('m
(iii)Data | (iv) Information f
() Which of the .
to the star .:c?elg;w;ng 15 a good
@) SnoWﬂake schemna
(.iii) Star Showflake schema
| (iv)Fact COnstellasion
W62 SEMICSIT 3y

alternative

() Removing loopholes and deficiencies in the
data is said to be _

(i) Data aggregation

(ii) Extraction of data
(iii)Compression of data

(iv)Cleaning of data,

() Which of the following statements is true ?

() Data mining can be referred to as the
procedure of mining knowledge from

data.

(i) Data mining can be -defined as the
procedure of extracting information from
a set of the data. R

. (iii) The procedure of data mining a}so involves
several other process like data cleaning,
data transformation and data integration.

| (iv)All of the above.

(h) —— may be def{ned as tﬁe data objects that |
do not comply with the general behaviour of
model of the data availapje,

(i) Outlier analysis (i) Evoution analysis
(iii)Prediction |
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(iv) Classification
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) The Apriori Property means

() If a set canpet pass a test all of its

Supersets will fail the same test as well.

(i) To improve the efficiency the level-wise
generation of frequent jtem sets.

(iiDIf a set cap

will ] pass a test, all of its supersets

the same test as well, .

(iv)To decr.egse the eﬁ’icieilcy the level-wise
EeCneration of frequent item sets.

() éSu'(ll:ta Warehouse is said to contain a
| Ject oriented collection of data because
@ It °°‘1t°nts have a common theme
(if) I_t. 18 built for 4 specific application
(i)t canney supp;)rt multiple subjects
(WV)tisa generalization of “Object-oriented”.

AnSWeT any fiye of the following questions :
: . 2%5=10

(a) What is table ? Give an example.

C) jExplain maj?r requirements and challenges

© What is apey ¢ cuboid, define with

example,

(d) Deﬁne frequent set. Define an association
rule. . .

(¢) What do you mean by classification and .

prediction ?
() Why we need data warehouse 9

Answer any six of the following questions :
5x6=30

. (a) Discuss the classification by decision-tree

induction. '

(b) Explain OLAP operations in the multidimen-
sional data model.

() What do you mean by data mart 9 Why do
- we need a data mart ?

(d) Write down the Apriori Algorithm.

() Describe the different syngay £, various

schemas of a data warehoyge,

() Describe briefly the major feapyres between
OLAP and OLTP. -

(8) The following table consistg of training data.

Construct a deciSion-tree bageq on this data
using the basic algorithm for decision-tree
induction. Classify the records by the status
attributes. Write down the rules that can be
generated from the obtaineq decision-tree.
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— ' — 6. Explam the algonthm for mining ﬁ'equent item.
, Depar@ent . Age- _ S‘alary' - | Status Sets without ‘candidate generation for the given
- range class set (min support = 03) 10
Sales Middle-aged ; High |Senior TID "Lnst of items
Sales Young | Low |Junior ] Milk, Bread, Fegs
. Sales | Middle-aged | Low | Junior 2 Bread, Sugar
T o - ' Cereal
Systems Young ~ | High |Junjor 3 Bl:ead,
- Systems - | Middle-ag : 4emor 5 . Milk, Cereal
-Systems Young High | Junior 6 Bread, Cerea]
: Systems Seniof High Senior 7 ’ Mﬂks Bl'ead, Cereal’ Eggs
 Systems | Middle-aged | High |Senior 8 Milk, Bread, Cereal.
- Marketing | Middle-aged | Average| Junior
Marketing | Senior Average Senior
, _ Secretary | Young Low | Junior

4. What is the difference between data mining and

' knowledge discovery ? What i the need of data
mining ? Explain the stages involved in KDD
process, ' 10

5. Draw the diagram énd explain the architecture of
data miniilg. 10
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