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1. Answer the following questions : 2x10=20
(@) Explain the techniques of data mining.
(b) Why we need data transformation ?

(c) Define Concept hierarchy.

(d) What do you mean by dimension and fact
table ?

(¢) What is the difference between agglomerative
and divisive hierarchical clustering ?
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(® Could you list-a few area in thch data
g can- be -applied ?

(g) Differenciate between Superwsed learning -

and Unsupervised learning.
() What is lattice of cuboids ?
(i) List out the types: of inetadata.
() Define Association Rule Miniﬁg.'

i

Answer any ﬁve of the following questlons :

| - 6x5=30

(a) Give a brief idea‘ about data processing
| technologies' and difference between them.

(b) Wnte a note on Architecture of data ware-
house -

(c) Explain the algoﬁfhm for flnding fre'quent.

_item sets using candidate generation,

" (d) How k-Mean clustering method differs from
- k-Medoids clustering method ? Explain with
example.

(e) Explam Knowledge Dlscovery process with
. detaﬂ

63) What is the importance of data marts in data
. warehouse?
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(g) What are the various types of OLAP Servers ?

Explain. -

(h) ‘Data preprocessing is necessary before data
mining process.’ 'Justify your answer.

Answer any three of the followmg questions :
10x3=30
(a) What is data cube in. multidimension data
model ? Explain with example. With necessary
diagrams and examples of data cubes explain
various OLAP operations.

(b) Describe briefly about the schemas in data
- warehouse and also describe the syntax of the |
schemas with example.

- (¢) Describe briefly about the different data types

in cluster ana1y31s

(d) Find the frequent item sets and " strong
association rules for the following transac-
tional database table using Apriori algorithm.
Consider the thresholds as support=30%
and confidence =40% :

TID | Item IDs
1|11 12, 13, 15
2 112,15 17, 19
3. 11, 13, 15, 17
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Item IDs
12, 14, 16, 18
11, 12, 13, 14
12, 13, 14, 15
13, 14, 15, 16
14, 15, 16, 17
15, 16, 17, 18, 19
19, 11, 12, 15
18, 12, 19, 17
12 |15 16, 13, 12
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