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1. Choose the correct option from the following
(any five) : 1x5=5

(a) Estimate and estimator are
(i synonyms
(i) different
(iii) related to the population

(iv) All of the above
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( 2.) (3 )

(b) Let © be the  estimator for the (e) Non-parametric methods are based on
parameter 0. Then 9 1s sa1d to be . )
unbiased for ¢ if (i) mild assumption
(1] E(O)=n6 ST (ii) stringent assumption
(i) E(é):G L . ‘ (iii) no assumption -

(iv) Both (i) and (iii)

) E@Q)-0

(iv) E@®)=6 S | () Ordinary sign test is used in

(c) A hypothesis may be classified as” f) Poisson distribution

(ii) binomial distribution

() simple I
(i) composite L _ | (iii) Both (i) and (i)
(i) null S - (iv) Neither (l) nor (u)

(iv) All of the above
y (g) If there are zero differences in sign test,
they may be

(d) Area of the critical reglon depends on

(i) size of type I error’ (i) discarded

'(ii) gize of type 1l error (i) treated half of them as positive

(i) value of the statigticg (iii) treated half of them as negative

(iv) number of observationg _ (iv) All of the above
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(h) The probabxhty of hyp
pothe:
Ho when it is actually tmes:: fejecnng

(i) type L error a
(i) type I error
(i) critical regions
(iv) Both (i) and " (ij)
(i) Let Tl a.nd T2 be tWO statlsth such

that P(I‘l > 9) a,, P(T2 < e) a2
o +ax=a then ’

where

i) P(T1<9<T2) 1- -a

(i) P(Tl<(-)<T2)=1..~‘Jl
(i) P(Ty<0<Ty)= 1+a

(iv) P(T1<9<T2) 1+o2

() If n and n, in Mann- |
-Whitn:
large, the variabl Y test are
mean € vis distributeq with

) Mty
0 =3

(i) T2
i) 12
(iv) mny
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2. Answer any five from the following :

(a)

(b)
(c)

(d)
(e)

(9)

3. Answer any five from the following :

5

2x5=10

Write down the diﬁ'éi'ence between null
and alternative hypotheses.

Define the Cramer-Rao inequality.

What are the characteristics of a good
estimator?

What is power of a test?

Mentlon two adva.ntages of non-
parametric methods.

When do you call a test umformly most.
powerful (UMP) test? .

A random sample (x;, Xy, X3, X4, Xg) of
gize 5 is drawn from a mnormal
population with mean p, then prove
that E(t)=pn, where

x1+x2+x3 +x4+x5
S

t=

5x5=25

(a) Explain the steps in solving test of
" hypothesis.
(b) If x is a Poisson variate with parameter
A, find maximum likelihood estimate
(MLE) of A.
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(6) | LT

- ; biased
() Define efficiency of an estimator. Let () Define minimum varance o
Xy Xp e X, 18 a random sample from a Sstx.maz:r-uni?::éd is unique in the
-normal population N(y, 1). Show that : salenlanse that if T, and T, are mlmmu;n
1a variance unbiased estimators for v(6),
t_=,; Zﬁ o then T;=Ts, almost surely.
1=

is an uhbiésed estimator of 241, ‘ (d) Define the follow1f1g :
. . (i) Point éstimation
(d) rl?eei?;l: level of significance and critica] (ii) Statistical hypothesis
glon. (iii) Sample space
(iv) Neyman-Pearson lemma
(iv) Rao-Blackwell theorem

(e) Write a short note

on test for
randomness.

() What are the basic steps involved in
any non-parametric test of hypothesigp

(g) Distinguish betwe
and parametric teg

% % K

€N non-parametric

(h) Distinguish betw ,
errors. ~e type I and pe I

() Discuss the me

cuss thod of m
estimating the Parameters, Aoments for

4. Answer any two from the following .

10x2=20
(a) Discuss the mety ‘leas
estimation, FHod of“least Square

® 3:?;; Wald.wolfo“’itz run test ‘fo.
r
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